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HubSpot’s strategic integrations team currently manages 
over 475 API calls. 

However, we don’t have any best practices to align our 
response when a 3rd party has an outage or a breaking 

change that affects our integrations. 

SI 3rd Party APIs Audit

The problem

https://docs.google.com/spreadsheets/d/1D0DquUD7q4EyThE4YHyTP85kqW85pLVpVgFCakj6DKs/edit?usp=sharing


The problem

Why is this 
important?
Half of all integration-related critsits in 
Q1 of this year were related to third 
party outages and breaking changes.

Integration CritSit Causes Q1 2023



The problem

Current state
Of these third-party outage-related 
critsits in Q1, 62.6% were a Sev-4 or 
worse.



The problem

Current state
Out of all of the third-party 
outage-related critsits in the last 12 
months, almost 20% of them are related 
to and managed by SI teams.



The problem

Current state
Despite the amount and severity of 
these critsits, we don’t have best 
practices to align our error responses,  
and so our current UX responses range 
to acceptable to nonexistent. 



The problem

Current state
We can quantify the impact on our 
customer support teams by the number 
of jira tickets that are attached to 
support cases.

In comparison to the 
integration-related support tickets for 
rest of HubSpot, there is a significant 
number of jira attachments related to 
SI.



Intro

The solution UX best practices

Engineering best practices

While we cannot control the 
uptime of third parties we 
integrate with, we can control 
what impact 3rd party 
downtime has on HubSpot.



Intro

The  solution ✨UX best practices✨

Engineering best practices

In this presentation, we’ll mostly 
cover our UX solution to the 
problem.

SI Reliability Best Practices Figma

UX
^

https://www.figma.com/proto/2l1UBEcI8i9Yj6BHgfZIfB/SI-Reliability-Best-Practices?page-id=290%3A2632&type=design&node-id=1102-31007&t=5WU8bdZtIXJJSWlf-0&scaling=scale-down-width&starting-point-node-id=1102%3A31007


1. Current state audit
2. Market research
3. Build baseline best practices
4. Analyze and categorize API 

UX responses 
5. Create best practices to 

solve for +80% of use cases
6. Create a single source of 

truth for both eng and UX 
best practices

What we did
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Current state 
We give feedback when something goes wrong 
for 50% of the use cases.

What we did

Audit link

https://docs.google.com/spreadsheets/d/1D0DquUD7q4EyThE4YHyTP85kqW85pLVpVgFCakj6DKs/edit?usp=sharing


What we did

Current state
10% of the time, our feedback is incorrect or 
false. 

Audit link

https://docs.google.com/spreadsheets/d/1D0DquUD7q4EyThE4YHyTP85kqW85pLVpVgFCakj6DKs/edit?usp=sharing


What we did

Current state
40% of the time, our explanations are either 
hard to find (e.g. in the console) or not helpful 
(stuck loading state without explanation or a 
generic explanation that doesn’t help the user 
understand what’s going on - “Something went 
wrong. Please try again later.”)

Audit link

https://docs.google.com/spreadsheets/d/1D0DquUD7q4EyThE4YHyTP85kqW85pLVpVgFCakj6DKs/edit?usp=sharing


What we did

Current state
What’s most concerning is that in response to an 
outage of 33% of all API calls, the user isn’t 
given any indication in the UI that the 
operation has failed, leading to false 
assumptions that something did work when it did 
not.

Audit link

https://docs.google.com/spreadsheets/d/1D0DquUD7q4EyThE4YHyTP85kqW85pLVpVgFCakj6DKs/edit?usp=sharing


1. ✅ Current state audit
2. Market research
3. Build baseline best 

practices
4. Analyze and categorize API 

UX responses 
5. Create best practices to 

solve for +80% of use cases
6. Create a single source of 
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Research

There wasn’t a ton of 
research on building 
frontend error responses 
specifically for use cases 
related to 3rd-party outages.

However, there’s a lot of UX 
guidance on error message 
best practices.

Images source 1, images source 2

https://cxl.com/blog/error-messages/#h-case-study-poor-error-message-design
https://www.nngroup.com/articles/error-message-guidelines/
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research on building 
frontend error responses 
specifically for use cases 
related to 3rd-party outages.

However, there’s a lot of UX 
guidance on error message 
best practices.

HubSpot Error Message Guidelines:

Nielsen Norman Group Error Best Practices:

● Design effective error messages by ensuring 
they are highly visible, provide constructive 
communication, and respect user effort.

https://tools.hubteamqa.com/ui-library/content/error-message-library
https://www.nngroup.com/articles/error-message-guidelines/


Research

There wasn’t a ton of 
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specifically for use cases 
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Research

However, these best 
practices didn’t completely 
solve for our use cases.

Differences between errors related to 3rd 
party outages and general errors:

● We don’t control the solution or its timeline

● Instead of something simply not working, 
data may be outdated and incorrect

● In some cases, users might not notice 
something went wrong without an error

● Errors are never in response to an 
incorrect user input (i.e. even if the user did 
everything right, the error would still happen)

● Sometimes, these errors are temporary and 
will be fixed without any action from the 
user.



Research

We built best practices that 
would help guide us in 
creating effective error 
responses specifically in 
response to third-party 
outages and breaking 
changes. 

HubSpot best practices for errors relating to 
third-party outages:

● Be contextual. Show the error where the user 
is working. 

● Be timely. When possible, warn the user 
before they attempt an action that is 
temporarily affected by an outage. 

● Take the blame. Do not blame the 3rd party 
application, and do not reference the outage 
in case they haven’t publicized it yet. Never 
blame the user. 

● Be human. Tell people what happened in the 
most human way possible. Do not show the 
user a coded error message.

● Be actionable. Although there is often no 
action needed from the user to resolve the 
error, always provide the user with a next step.
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What we did

Analyze and 
categorize API UX 
responses 
We looked for similarities between API 
call UX responses and experimented 
with grouping use cases by criticality, 
scale, initiation of action, and cause of 
error.



What we did

Analyze and 
categorize API UX 
responses 
We settled on a combination of where 
the user is on the page and the features 
and elements they’re interacting with 
when the error occurs.
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What we did: Create best practices to solve for +80% of use cases

We identified and built unique best practices for 
16 UX scenarios and 9 engineering scenarios.
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Every best practices page has the 
following sections:
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What we did: Create best practices to solve for +80% of use cases

Every best practices page has the 
following sections:

1. Explanation and link to 
engineering best practices

2. Parameters / characteristics of 
use case

3. An overview of the scenario
4. Design best practices
5. Content best practices
6. A real example of the 

guidelines in practice



What we did: Create best practices to solve for +80% of use cases

Once applied, these best practices will provide 
explicit guidelines for 86% of all current 
SI-owned API calls.

Audit link

https://docs.google.com/spreadsheets/d/1D0DquUD7q4EyThE4YHyTP85kqW85pLVpVgFCakj6DKs/edit?usp=sharing


1. ✅ Current state audit
2. ✅ Market research
3. ✅ Build baseline best 

practices
4. ✅ Analyze and categorize API 

UX responses 
5. ✅ Create best practices to 

solve for +80% of use cases
6. Create a single source of 

truth for both eng and UX 
best practices

What we did



What we did: Create a single source of truth for both eng and UX best practices

Figma link

https://www.figma.com/proto/2l1UBEcI8i9Yj6BHgfZIfB/SI-Reliability-Best-Practices?page-id=290%3A2632&type=design&node-id=1102-31007&t=5WU8bdZtIXJJSWlf-0&scaling=scale-down-width&starting-point-node-id=1102%3A31007


vs.

Current UX Responses: 
38% have passable error response

Future UX Responses:
86% have effective error responses

Audit link

https://docs.google.com/spreadsheets/d/1D0DquUD7q4EyThE4YHyTP85kqW85pLVpVgFCakj6DKs/edit?usp=sharing


1. ✅ Current state audit
2. ✅ Market research
3. ✅ Build baseline best 

practices
4. ✅ Analyze and categorize API 

UX responses 
5. ✅ Create best practices to 

solve for +80% of use cases
6. ✅ Create a single source of 

truth for both eng and UX best 
practices

Which brings us to today!



Next steps

1. ✅
1. ✅ 1. ✅



Next steps

Success metrics
We will compare our baseline number of 
Jira attaches related to SI outages to 
future numbers.



Thank you


